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Abstract - Somc general considerations ave presenfed on
bilateral  lman-telerobol  confrol  and  information
communication issues.  Advances are reviewed relafed o
the more conveniional  human-1elerobot  connmunication
technigues, and  some unconventional  bul  promising
communication melhods are briefly discussed.  Fulure
needs and emerging  application  domains are  briefly
idicated,

1. INTRODUCTION

Remotely operated robots or, in today’s taxonomy,
“telerobots” typically  perform  non-repetitive o1
singular work under a varicty of environmental
conditions ranging, from structured to wnstiuctured
conditions.  Telerobot control is characterized by a
direct involvement of the human operator in the
contro] since, by definition of task requitements,
teleoperator  systems  extend  or  augment  human
manipulative, perceptual and cognitive skills.  This
capability is far beyond what s obtainable with
today’s industrial robots.  As a consequence,  the
human  operator  interface to or  two-way
communication with a telerobot becomes a critical
issue.

Continuous  human  operator  control  in
telcoperation has both advantages and disadvantages.
The main advandage is that overall task control can
rely  on human  perception,  judgment,  decision,
dexterity and training.  The main disadvantage is that
the human operator must cope with a sense of
remoteness, be alert to and integrate many information
and control variables, and coordinate the control of
once or two mechanical arms cach having many
{typically six) degrees of freedom - and doing all these
with limited human resources, Furthermore, ininany
cases  like  space  and  decep  sca applications,
commmunication time delay interferes with continuous
human operator control.

Moder i development trends il telerobot contr ol
technology arc ahmed at amplifying the advantages
and alleviating the disadvantages o £ the human
ele ment in contr ol by the tieN’el(g,]]lc]it anti usc of
a(ivanced sensing,  graphics  displays, intelligent
comput ¢; cont 1 ols, and new €omy Huter-based nan 1-
machine interface tic\’ices andiechniques in the
infornation and control chanmcls.

Automation in telcoperation is distinguished from
other forms of automat ed systems by the explicit and
active participation of the human operator in systemn
contr 01 anti informationmanageraent.  Such active
participation by the  human, intcracting  with
auntomated sy (111 elements  in teleoperation s
chalacterized by  several levels o f control an ti
communication, and can be conceptualized under the
notion of “super vise] y control” [1]. The man-machine
mteraction  levels  in teleoperator control and
communic ation can be considered in a hicrarchical
artangement  a s outhined in [2):(3) planning o1 hig h
level algorithmic fanctions, (ii) motoror actuator
control functions, and (iii) environmental interaction
sensing, functions. These functions take place in a task
context in which the level of system antomation i s
determined by (a ) the mnechanical and sensing,
capabilitics o f the teler obot system, (b) real time
sensing, (¢) the amount, format, content and imode o f
operator interaction with the tele robot system, (d)
environnnental constraints, like task com plexity and (e)
o\ rerall system constraints, like operator’s skill o1
maturity of machine intelligence techniques.

I 11 the sccond section of the paper some general
considerations are  presented  on - control and
information issues in {clerobotics. I the paper’s third
section adv ances are 1 eviewe d related to the more
conventional humar wrobot  (h/r) communication
techniques. The fourth section of the paper is tie\’oteci
to a brief discussion of some unconventional but
promising 1171 communication 1 ihdes. The paper
¢ onclades with some note on fut ure needs and
direction in the development of h/r communication
modalitics in teler obotics,



2. GENEFRAL CONSIDERATIONS

Task level contiol of robol anns requires  the
coordinated motion and/or force control of several
(typically six) 1obot arm joints while obscrving  a
variety of kinematic, dynamic and cnvironimental
constramts. Then, to comply with the specifics of a
given tack, different sensor signals must be interpreted
mn real time. bBurthermore, manipulation tasks can
often be performed in different ways.  Hence, robot
arm task-level control implics a multilevel decision

and monitoring process at both the control inpult and
information feedback channels.
It is know that the human operator’s input and

output channel capacitics are not only limited but also
asvimmetric; the human has much more information
receiving, (imput)  channels than information
conveying (output) channcls. In this sense, the human
operator sepresents a limiting factor in the complex
mmformation and control environment of a remotely
operated robot.  Following  this recognition,  the
general objectives of control, information and man-
machine interface development for telerobots as man-
extension systems are: Provide devices and techniques
which enable the hunan operator to convey  control
commands {o and receive control feedback from the
1remotely operated robot in comprehensive, integrated
and task-level terms and  formats.  This can be
accomplished by the use of data driven automation.

Data driven automation here refers to the use of
models and sensing sources through computers in the
control of remotely operated robots.  Data derived
from models typically provide apriori information
about robot machines and tasks. Data derived from
sensing, sources typically provide on-line information
about  robot  task  performance. Data  driven
atomation is inherently  flexible  since it e
programmable. It contrasts the mechanically fixtured,
rigid or fixed automation.

Application of telerobots as man-extension systems
requires flexibility in both control and information
management in order to cope efficiently with varying,
and unpredictable task conditions.  The use of data
driven automation offers significant new  possibilities
to enhance overall task performance by providing
programmable devices and techniques for task-level
(“intelligent”) controls and displays.

-5 A WANCESIN CON

NTIONAYL THECY NIQUIS

The conventional h/r communication techniques
consist of manual (continuous or analog) control,
keyboard-type (discrete or symbolic) control, visual
displays like TV camcra monitors  and displays
including, somce computer graphics (“virtual reality”)

o

techniques.  Advances in these more conventional
techniques are illustrated by examples developed by
the Advanced Teleoperator” (ATOP) project at the Jet
Propulsion Laboratory (JI'1) during the past fifteen or
S0 ycars.

3.1 Manual Contiols

The human arm and hand arc ?:3:2.5:% both
powerful mechanical tools and delicate SCNSory organs
through which information is reccived from  and
transimitted to the world. Therefore, the human arme-
hand system (thereafier simply called hand here) is a
key communication medium in teleoperator control,
With hand actions, complex position, rate, or force
commands can be formulated and very  physically
writlen to the controller of a remote roboi arm system
m all workspace directions. At the same time, the
human hand also can receive force, tor qgue, and touch
mformation from the remote robot arm-hand system.
Furthermore, the human fingers  offer  additional
capabilitics {o convey niew commands {o a remote

robot controller from suitable hand controllers, Hand
controller technology is, therefore, an important
technology in the  development  of  advanced
teleoperation. He nmnportance s particularly
underlined when  one  considers computer control

which connceets the hand controller to the remote arm
system. — The direct and  continuous  (scaled  or
unscaled) relation of operator hand motion to  the
1emote 1obot arm’s motion behavior in real time
through a hand controller is a sharp contrast to the
computer keyboard type commands which, by their
very nature, are symbolic, abstract, and  discrete
(noencontinuous), and require the specification of some
sct of paramcters within the context of a  desired
motion.

In contrast to the standard force-reflecting master-
slave systems, a new form of bilateral, ?:.Q:Z_:cq::m
manual control of remote robot arms has been
mplemented at 1P, 1t utilizes a general purpose
force-reflecting hand controller (FRYIC) [3]. The hand
contioller is a six-degree-of-freedoin control mput
device that can be back-driven by forces and torques
sensed at the base of the end effector of a remote 1obot
arm.  This hand controller is general purpose in the
sense that it does not have any geometric and dynamic
similarity to the slave arm it controls; it is not a replica
of any slave arm, but it can be coupled to and used for
the control  of any semote slave arm through
appropriate mathematical transformations
implemented in a compulter control system. 1t is also
suited for interactive telerobot control

Interactive reinote manipulator  control signifies
here a hybrid manual and automatic control capability
whiclh allows that some motions of the remote robot



arm in work space coordinates arce under manual
control while the remaining motions in the same work
spracereference frame are under automatic computer
con trol based (m sensor information originating {from
the robot end effector. 1t is noted that, in this hybrid
control sy stem, the manual control is in task- lovel
terms whi ch also 1¢qui res a computer in the control
system. ‘] 1) se nsor-referencedautomaticcor it g os arc
aiso in task- Jevel tor ms defined within a1 ¢
prograynmed cont rolmenu. Inthis controlmode, the
oper ate] and aut omation share the control.

The computer-based cont rol systerm of the FRI IC
suppor s four modes of marnual control: positi o1, rate,
force-reflecting, and compliant controlin task space
(Cartesian space) coordinates. The operator, through
an 011- -screenmenu, (Call designat e the cont rolmode
forcach task Space axis independently.  The position
[ ontrol miede scrvos the slave posili onand orientation
to match the master's. The indexing function allows
slave excursions larger orsinaller than the 30-cm €1 abe
hand cont I olleywork volume.  In the force-refiecting
mod ¢, the han d cont roller in backd riven ba sed on
force-moment data generated by the robot and sensed
during the robot hand’s interaction with objects and
envitonment.  The rafe control mode sets the slave
endpoint  velocity  in task space based on the
displacemerlt o f  the hand controller. This 18
implemented thr ough a soft wat e sporing it the contiol
computer  of the hand cont 1 oller.  Through  this
software spring, the operator has a sensation of the
commanded rate, and  the software spring  also
}onovides azero-referenced restoring, force. The rate
modc is usef ul for tasks requiring large translati ons.
1he compliant control miode is impl emented through a
low-pass softwa re filter acting ontherobot hand’s
force -tor que sensor datain the hybrid position-for ce
loop. This permits the operator to contr 01 a springy o
less stiff rol ot Active compliance with damping, can
be varied by changing the filter parameters in the
softwar ¢ me nu. Selling spring parameter {o zero in
the Jow-pa ss filter will reduce it to a pur ¢ dampar
which resultsinahigh stiffness hy-brid position-force
contr ol loop.

The original ¥ RHC has  a  simple hand  grip
cquipped with  a  deadman switch and with threc
function switches.  * J o betier utilize the operator’s
finger mput capabilities, an exploratory project
ovaluated a design concept that would place computer
keyboard features attached t o the hand grip o f the
FRYIC.T O accomplish this, thiree TIATATTANI yim [4]
switch 1rodules were integrated with the hand g rip.
Tach switch nodule a t a finger tip contains five
switches. T1uas, the three switch modules at the FREIC
hand g1 ip can contain fifteen function keys which can
directly communicate with a computer terminal. This
climi nates the need for the operator to move his/her

hand from the FRTIC hand grip 1o a separate keyboard
to inpul messages and comumands to the computer. A
test and cvaluation, using a mock-up system and ten
lest subjects, indicated the viability of the finger-tip
switch modul s as par L of a new hand grip unit for the
FRVIC as a practical step towards a more inlegrated
oper atorinter face device [5]. Mot e on the FRIIC and
on hand controller technology i 11 g encral can be
found in |6].

3.2 Computer Keyboard Controls

1 luman-robot control communication  through
computer keyboard controls assw nes the availability
of some pieprograinmed o1 r)ll-line programinable
COJI{10] mcnu. A condrolmenurenders h/r control
conwmunication indirect and places it on an abstra ct
computer “language” level. A tel erobot conitr ol i enu
can be a ver y simple 01 ac 01 it can be a very
sophisticated  one by using, some  grammar  and
implying some task context.

While manual controls have a more o1less intuitive
“body” appcal to all opcrator and require relatively
simple  training  p rocedures, computer keyboard
cont 1 ols of teler obots have an iniense appeal 1o the
human  cognitive skill andaequire some  specific
sch ooling in comp uler programiming,.

A n importamt note is in place here: one has to
distinguish o1 separate the so called “front ¢’ 1id” or
“user end” computer keyboar ¢ cog trols from the
keyboar d cor 1t 3 ols available 1o cont rol program
developers. While cor 1t J ol program developer s are
b ound to be interested in exploiting specific feat ures
and capabilitics  of an  operating  systerth and
programming language to consti uct a uscful telerobot
control program, the “end user” (the act nal oper ator)
is more interested in dealing with a simple “front end”
architectur € Of computerkeyboardcont 0s top erform
actual teleroboti ¢ tasks.  A's Of yet, thiere are no
maintainable standards for “frontend” architecture Of
computer  keyboard  control  comrnunication  in
telerobotics. 1 .ach existing system has its own
standard that is understandable mostly to the act ual
system developers. N ASRM[7] onld v represented an
unfinished initiative to define a common standard, and
was basically focused at the backgroundarchitecture
of a general “user’s front end” kevboar d contr ol

3.3 Visual Displays

‘1 ask visualization is a key problemintelerobotics,
b ccause most of the operator s con trol decisions are
based on visual o1 visually con veyed infor me « ion.
“1 he key visualinformation originates {rom 1V
cameras. At auxiliary source of visual information is




computer  graphics  which  plays  an
important 1 ole in teler obotic systems.

increasingly

3.3.1 TV Camecra Displays - The actual challenges to
acquirtc and display TV camera information go far
beyond the scare’l] for an optimized conventionalstatic
arrangement of ‘1 ‘V carom a andmonitorcontiol. e
challenges are focused a t issucs of acquiring and
conveying stereo vision information andof connecting
all this activity tothe head/cye motion of an operato
(head-mounted displays) in or der to create a p1 oper
vi sual environment for telepresence (o1 tele-existence);
see details in|8and 9}

It is noled that head-mounted o1 helmet-mounted
display is only once method 1o a1 cate geometrically
correct  visual  telepresence. Other methods  are
described in [10 and 1 1], using “vir tual window”
technique toased on a fixed high-resolution ster co
video systemt with head  tracking, conesponding
camera positioning, and image reproduction to cach
cye to correspondio what the viewer would sceweye
she lookin g through a fixed window.

It has yet to be shown, as poir ted out in [1], how
important is the sense of “fecling pr esent” per se as
compa red to simply having high resolution, a wide
field of view, andother attributes of good visual
sensory feedback. It is noted that [12] describies a
high-resolution, w i d e view angle head-mounted
display using cye movement tracking, with favorable
experitnental results,

3.3.2 Computer Graphics Displays - The role o f
computer gyaphicsintelerobotics includes 1) planning,
actions, 2) p1 EVICWINgG Molions, 3) ,redicting 1notions
in real time under communication time  delay, 4)
helping  operator traiming,  5)  enabling  visual
pereeption  of nonvisible  events  like  forces  and
moments, and 6) serving  a s a flexible opor atm
interface to the computerized control systern.

The capability of task planning aided by computer
graphics offers  flexibility,  visual quality, and a
quantitative design base to the planning process. The
capabilily  of  giaphically  previewing  motions
enhances the quality of teleoperation by reducing tiial-
and-crror strategics in the hardware control and by
increasing  the  operator’s  confidence  in control
decision making during task execution.  Predicting
conscquenices of motion commands inreal till-lo under
communication time delay permits lor ager action
segmentations  as opp osed  to the  move-and-wait
control  strategy  normally  cmploved VKL no
predictive display is available, increases ope 1 ation
safety, and reduces total operation time.  Operator
training through a computer graphics display system
is a convenient tool for familiarizing the operator with

the teleoper ated system without turning the ha | dwaie
system on. Visualization o f nonvisible effects (like
contacl for ces) enables visual perception of different
nonvisual sensory  data, and helps nanage system
1edu nda ney by providing some  suitable  geometric
Image of amultidimensional system state. 1 .ast, but
not ‘least, compuiergraphics as a flexible operator
interface to the control systems; it replaces complex
switchboard and analog display hardware in acontiol
station.

Tt actual  wtility  of  computer  graphics  in
teleoperation depends to a high degree on the fidelity
O f g raphics models that 1 ep resent the teleoperated
system, the task, andthe task environment.  The [P
ATOP p1 gject developed a method for high-fidelity
calibration of graphi cs images to act nal TV nmages of
task scenes. This development has four  major
ing sedients: first, the creation of high-fidelity three-
dimensional g 1 aphics models of 1 obot  arms  and
objects of interest for 1 obotarm tasks; sccond, the
high-fidelity  calibration  of the threce-dimensional
graphics models relative to given “J V camer a two-
dimensional image fiames which cov er the sight of
both the robot arm and the objecls o f interest; third,
the high-fidelity over lav o f the calibrated graphics
model over the act ual robot arm and object images in
a given TV camer a image fraine on a monitos screen;
four th, the high-fidelity motion cent 1 (Il of 1obot arm
g1 aphics image by using the saine control softwarc
that drives the real robot.

T he high-fidelity fused vir tual and actual reality
image displays became ver y useful tools for planning,
pr eviewing, and pr oedicting 1 obot arm motions
without  commanding and moving the robot
hardwaic. The operator can generate visual graphics
image superimposed over TV pictures of the live
scene. b s, the oper ator can see the consequer Ices of
motion conuna nd s in rceal time, b efore sending the
commands to the remotely located 1 obot The
calibrated virtual rcality display svstem  call  also
provide  high-fidelity  synthetic artific jal TV camera
Vit\\’s tothcoperator. 7 hese synthetic views can
make Critical motion c\'wits visible thatarc otherwise
hidden from the operatorin a given TV camera view
o1 for which no TV camera view is avail able.

Thae current calibration method uses a  point-to-
point mapping procedur ¢, ant] the computation of
camera parameters is based on the ideal pinhole model
of image formation by the camera, I the camera
calibrat ion procedw e, the operator first enters the
conrespondence  information between  the  thicee-
dimensional g1 aphics model points and the t wo-
dimensional cameraimage points of therobot arm to
the computer  This is performed by repeatedly
clicking with a mouse a g raphics model point and it



corresponding TV image point for cach corresponding,
pair of points on a monitor screen which, in a four-
quadrant window arrangement, shows  both  the
graphics model and the actual TV camera image. To
nnprove calibration accuracy, scveral poses of the
manipulator within the samne TV camera view can be
used to enter corresponding graphics model and 1V
image points to the computer. Then the computer
computes the camera calibration parameters. Because
of the ideal pinhole model assumption, the computed
output 1s a single lincar 4 x 3 calibration matrix for a
lincar perspective projection.

The actual  camera  calibration  and object
localization  computations  arc  carriecd out by a
combination of lincar and nonlincar least-squares
algorithms. The lincar algorithm, in general, does not
guarantee the orthonormality of the rotation matrix,
providing only an  approximaic solution. The
nonlinear algorithm provides the least-squares solution
that satisfics the orthonormality of the rotation matrix,
but requires a good initial guess for a convergent
solution without entering into a very time-consuming,
random scarch. When a reasonable  approximate
solution is known, one can start with the nonlincar
algorithin directly. When an approximate solution is
not known, the lincar algorithm can be used to find
once, and then one can proceed with the nonlinear
algorithin. More on the graphics system in the ATOP
control station and on the graphics calibration and its
franscontinental demonstration can be found
in [13- 20])

Graphics displays are also useful for displaying
non-visual sensor information.  Graphics displays of
proximity, touch, slip, and  force-to que  sensor
mformation transform non-visible or hardly-visible
cvents into visually perceivable forms on a graphic
terminal. Graphics displays of sensor information can
be used in both manual and computer control modes.
In a manual control mode the displays are elements in
the continuum of a real-time control Joop in the sense
that they guide the operator’s continuous control input
by providing continuous information feedback on the
appropriate “external error state” of the robot hand.
In a computer control mode, the displays represent
discrete clements outside the real-time control loop.
They provide information to the operator prior to the
selection and initialization of an appropriate sensor-
referenced computer control algorithm, and inform
the operator about the performance of the control
algorithm sclected for the task at hand.

The stream of data generated by sensors on a
“smart hand” (proximity, touch and force-torque
sensors) provides multidimensional information, and
requires  quick  (sometimes  split-sccond)  control
response. In general, the control decision required to

respond to the data is also multidimensional.  This
represents a demanding task and heavy workload for
the human operator. Iis also recognized that the use
of information from scnsors on a “smart hand” often
require coordination with visual information.  Foent
Driven Displays can mitigate this problem.  These
displays can concisely encode the information content
of multidimensional sensor data and thereby aid the
operator’s pereeptive and decision making task [2].

By definition, event-driven displays map a control
goal o1 a sct of subgoals into a multi-dimensional data
space based on the fact that control goals or subgoals
always can be expressed as a fixed combination of
multidimensional sensory data. Event-driven displays
can be implemented by real-time computer algorithms
which (i) coordinate and cvaluate the sensory data in
terms of predefined events and (i) drive the graphics
display. Flexible display algorithms require a variable
set of task oriented parameters specifiable by the
operator in-order to match the specific needs of a
given control task.

Morcover, Event Controlled Displays can extend the
capabilitics of event-driven displays by automatically
cffecting changes between data displays and  data
formats on a graphics moniter. The need for different
types of sensor data displays or for different formats of
data displays typically ariscs in a logical scquence in
remote robot control  tasks. For cxample, when
proximity sensor data are needed then normally there
ts no need {for touch or force-torque sensor data, or
vice versa. This sequential logic in the need of sensor
information can be utilized to switch automatically
between different data displays or formats. Following
this concept,  event-controlied displays have been
implemented at JP1[22]. In the implemented examples
predefined changes in sensor data automatically effect
changes in display modes, formats and parameters,
matching the need for a particular information to
different phases of the task. Event-controlled displays
required the implementation of state transition nets n
real-time computer programs base don event detection
logic.

Fvent controlled or automatic display modce/{format
swilching can alleviate much of the display control
workload for the operator. More on Hvent Driven
and Event Controlled Displays can be found
in [21, 22}

Graphics displays are also usceful for creating
“virtual sensors.”  The notion of “virtual sensors” s
referred to the simulation of sensors in a computer
graphics environment  that  relate  the  simulated
telerobot’sinteraction with  simulated  objects.
Examples are quoted in {15 and 23], Noice that an
accurale simulation of contact forces/moments can be
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4, UNCON VENT]I ONAL TECHNIQULS

The use of voice and the use of cyegaze offer two
new  unconventjonal  communication  channels  to
controlmachines.

4.1 Voice Communication

Note that the human audio/vocal communication
chharmel dots not require manual or some specific
visual contact betweern operator and machine, and it is
essentially ommidirectional and always open.

Advancernents in computer-based voice
recognition systems m a k e the direct use of human
speech  feasible  for control  applications i a
teleopera tor control station. Several such application
have been  developed a t ]P0 [24]. A specific
apphcation system was developed for the control o f
the Space Shuitle TV cameras and monitors while the
operator manually controls the Shuttle robot arm. In
this application the operators could “push» con trol
switches by voice insicad of using fingers.  Some
Shuttle robot ar m tasks are visually very demanding,
and can req uire b0 to 70 commands to fouwr TV
cameras and two TV monitors within 15-20 minutes
tirne frame 1o assure sufficient visual feedback to the
operator.  The g round control tests at the johnson
Sy race Center [25] have shown 96 1o 100% voice
recog nitionaccuracy for the’ besttest runs an d resulted
in the following major conclusions: (i) the application
comcept is realistic and acceptable; (ii) the use of voice
comman ds indeed contributes to a better man-machine
interface integration; (iii) individual human acoustic
character istics and training have a  major impact on
system performance.

Several  alternative  combinations  of  controi
vocabulary words with and without syntax yest ricti ons
were developed and tested.  Altogether  thirty-six
cont1'01  switches had 1o be  aclivated by voice
corntnands. The training experiments have shown that
the opcrators prefer simple vocabularies w i t h
minimum or no syntactic restrictions.  To cope with
this dovocabularics were  constructed  using
concatenated words for full acti on commands.  As i
turnced out, the operators remembered and used with
higher confidence buzzword-like voice conunands
thar 1+ words which were embedded i nt o syntactic
procedures.

4.2 Yycgarze Communication

The Eyegaze System [26] is basically a tool for
measuring, recording, playing back, and analyzing
what a person is doing with his eyes, The systemn uses
the  Tupil-Cerder/Corncal-Reflection . method  t))
determine the eye’s gaze direction. A video camera
loca ted below the cornputer screen, or below the”
work spoace when comput er monitor is not used,
continually observes the subject’s eye. A small, low-
power infrared light emitting diode (L.ED) located a t
the center of the cameralenis iHuminates the eye. The
11D generates the corncal reflection and causes the
bright pupil cffect which enhances the camera’s image
o t the pupil. Specialized image processing software
identifies and locates the centers of both the pupiland
corneal reflection. Trigonometric calculations  then
project the subject’s gaze point based on the position
of the pupil center and corncal reflection within the
video jmage.  No atltachments to the hcead are
reqguired.

The byegarze Systemm [ 2 7] allows people with
physical disabilitics to operate a computer with their
eyes. By looking at graphically displayed cont 1ol
keys on a computer monitor, a personcan control the
envitonment  (lights,  appliances, TV, eclc), type,
opocrate a telephonie, and run comput e1 softwar ¢, ctc.
These systems are usedaroundthe 11, S., Canadaand
Faw ope by children and adults, lisuse requires: (i)
good control of one eye, (i) the ability to keep the
head still infront of the Eyegaze Carnera, (iii) a brief,
15-sccond calibration procedure, and (iv) a fluorescent
rather that incandescent room lighting,.

It would be interesting to try out the g uoted
Liyegaze Svstem for some control operations in - a
telerobotic con rol station.

5. CONCLUSIONS

Some ady rances have beer 1w made in telerobotics
techmology  through  the  introduction  of  various
sensors,  computers,  awtomation  arld  new  man-
machine interface devices and techniques for remote
mampulator control.  The development of dexterous
mechanisms, sma rt sensors, flexible computer controls,
intelligent man-machine  interfaces, and  inmovative
Systc’in designs for  advanced  teleoperation is,
however, far from  complete, an d poses many
interdisciplinary - challenges. 1t should  also  be
recognized that the normal m a n u a |l dexterity of
humans is more a “body” skill than anintellectual
one. The  man-machine  interface  philosophy
embodied in the  force-reflecting master -Slave’
manipulator Control” technology has been founded
mainly ol this fact. Advanced  teleoperation
employing sensor-referenced and compouter-cont rolled



manipulators shifts the
from the body (analog) Jevel to a more intellect ual

operator-telerobot  interface
language-like (symbolic) level.  Resear ch efforts for
developing new man-machine |nterface technology
for advanced telcoperation Wil have 1o render the
lal,:,Lla:,c-like symbolic inlerface between  human
opcrator and {elerobot as efficient as the conventional
analog interface. This remark also applics to operator
interface development for proced ure exccution aids
andforexpert systems in telcoperator action planning
and crrorrecovery [28].

The application domain of telerobotic technologies
i s expanding as cxemplified, c.g., by the emerging
fields of telemedicine, telesurgery, ielescience, ete.
The  issues and  challenges  in human-robot
communicationin the emerging application domains
will attain new dimensions and increased importance.
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